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(57) ABSTRACT

Technologies generally described herein relate to cache
directories in multi-core processors. Various examples may
include, methods, systems, and devices. A first tile may
receive a request to transfer a thread from the first tile to a
second tile. An instruction may be sent from the first tile to
map a virtual cache identifier to identifiers of caches of the
first and second tiles. The thread may be transferred from the
first tile to the second tile. Thereafter, a request may be gen-
erated for a data block. After a determination that the data
block is not stored in the second tile’s cache, and that the
virtual cache identifier is mapped to the first and second cache
identifiers, a request may be sent for the data block to the first
tile.
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VIRTUAL CACHE DIRECTORY IN
MULTI-PROCESSOR ARCHITECTURES

CROSS REFERENCE TO RELATED
APPLICATION

This application is a U.S. National Stage Application filing
under 35 U.S.C. §371 of International Application No. PCT/
US2012/047150 filed Jul. 18, 2012, the entirety of which is
hereby incorporated by reference.

BACKGROUND

Unless otherwise indicated herein, the materials described
in this section are not prior art to the claims in this application
and are not admitted to be prior art by inclusion in this section.

In multi-core processor architectures, multiple processor
cores may be included in a single integrated circuit die or on
multiple integrated circuit dies that are arranged in a single
chip package. A cache may be used to store data for access by
one or more of the processor cores. The data can be a subset
of data stored in a larger memory that is typically located
outside of the die. Each processor may be provided with a
cache that stores data for the processor. As a single piece of
data may be stored in multiple caches, a cache coherence
protocol may be configured to keep track of the data stored in
multiple caches. The cache coherence protocol may be con-
figured to help ensure that multiple requests for data consis-
tently result in the same data being returned.

SUMMARY

In some examples, a method for transferring a thread from
a first tile to a second tile in a multi-core processor die is
generally described. The method may include receiving a first
message at the first tile. The first message may correspond to
arequest to transfer the thread from the first tile to the second
tile. The first tile may have a first cache. The second tile may
have a second cache. The method may further comprise, in
response to the first message, sending a second message from
the first tile to a second tile. The second message may corre-
spond to an instruction to map a virtual cache identifier to a
first cache identifier corresponding to the first cache, and to
map the virtual cache identifier to a second cache identifier
corresponding to the second cache. The method may further
comprise, after sending the second message, transferring the
thread from the first tile to the second tile. The method may
further comprise, after transferring the thread, generating a
third message at the second tile. The third message may
correspond to a request for a data block. The method may
further comprise, in response to the third message, determin-
ing that the data block is not stored in the second cache, and
determining that the virtual cache identifier is mapped to the
first cache identifier and to the second cache identifier. The
method may further comprise, in response to determining that
the virtual cache identifier is mapped to the first cache iden-
tifier and to the second cache identifier, sending a fourth
message from the second tile to the first tile. The fourth
message may correspond to a request for the data block. The
method may further comprise, in response to the fourth mes-
sage, sending the data block from the first tile to the second
tile.

In some examples, a system effective to send a data block
from a first tile in a multi-core processor die is generally
described. The system may include a first tile. The first tile
may include a first processor in communication with a first
cache. The first processor may be effective to send a first
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message, from the first tile to a second tile in the die. The first
message may correspond to an instruction to map a virtual
cache identifier to a first cache identifier. The first cache
identifier may correspond to the first cache. The first message
may further correspond to an instruction to map the virtual
cache identifier to a second cache identifier. The second cache
identifier may correspond to a second cache in a second tile.
The first processor may further be effective to transfer a
thread from the first tile to the second tile. The first processor
may further be effective to receive a request from the second
tile for a data block. The first processor may further be effec-
tive to send the data block to the second tile.

In some examples, a method for requesting a data block
from a first tile with a first cache by a second tile with a second
cache in a multi-core processor die is generally described.
The method may comprise receiving a first message from the
first tile at the second tile. The first message may include an
instruction to map a virtual cache identifier to a first cache
identifier corresponding to the first cache, and to map the
virtual cache identifier to a second cache identifier corre-
sponding to the cache. The method may further include, after
receiving the first message, receiving a thread at the second
tile from the first tile. The method may further include, after
receiving the thread, generating a second message at the
second tile. The second message may correspond to a request
for the data block. The method may further include in
response to the second message, determining, at the second
tile that the data block is not stored in the second cache and
determining, at the second tile, that the virtual cache identifier
is mapped to the first cache identifier and to the second cache
identifier. The method may further include sending a third
message from the second tile to the first tile. The third mes-
sage may correspond to a request for the data block.

The foregoing summary is illustrative only and is not
intended to be in any way limiting. In addition to the illustra-
tive aspects, embodiments, and features described above, fur-
ther aspects, embodiments, and features will become appar-
ent by reference to the drawings and the following detailed
description.

BRIEF DESCRIPTION OF THE FIGURES

The foregoing and other features of this disclosure will
become more fully apparent from the following description
and appended claims, taken in conjunction with the accom-
panying drawings. Understanding that these drawings depict
only several embodiments in accordance with the disclosure
and are, therefore, not to be considered limiting of its scope,
the disclosure will be described with additional specificity
and detail through use of the accompanying drawings, in
which:

FIG. 1 illustrates an example system that can be utilized to
implement a virtual cache directory in a multi-processor
architecture;

FIG. 2 depicts a flow diagram for an example process for
implementing a virtual cache directory in a multi-processor
architecture;

FIG. 3 depicts a signal flow diagram for an example pro-
cess for implementing a virtual cache directory in a multi-
processor architecture;

FIG. 4 illustrates a computer program product that can be
utilized to implement a virtual cache directory in a multi-
processor architecture; and

FIG. 5 is a block diagram illustrating an example comput-
ing device that is arranged to implement a virtual cache direc-
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tory in a multi-processor architecture; all arranged according
to at least some embodiments described herein.

DETAILED DESCRIPTION

In the following detailed description, reference is made to
the accompanying drawings, which form a part hereof. In the
drawings, similar symbols typically identify similar compo-
nents, unless context dictates otherwise. The illustrative
embodiments described in the detailed description, drawings,
and claims are not meant to be limiting. Other embodiments
may be utilized, and other changes may be made, without
departing from the spirit or scope of the subject matter pre-
sented herein. It will be readily understood that the aspects of
the present disclosure, as generally described herein, and
illustrated in the Figures, can be arranged, substituted, com-
bined, separated, and designed in a wide variety of different
configurations, all of which are explicitly contemplated
herein.

This disclosure is generally drawn, inter alia, to methods,
apparatus, systems, devices, and computer program products
related to a virtual cache directory in multi-processor archi-
tectures.

Briefly stated technologies are generally described for
cache directories in multi-core processors. Various examples
may include, methods, systems, and devices. A first tile may
receive a request to transfer a thread from the first tile to a
second tile. An instruction may be sent from the first tile to
map a virtual cache identifier to identifiers of caches of the
first and second tiles. The thread may be transferred from the
first tile to the second tile. Thereafter, a request may be gen-
erated for a data block. After a determination that the data
block is not stored in the second tile’s cache, and that the
virtual cache identifier is mapped to the first and second cache
identifiers, a request may be sent for the data block to the first
tile.

FIG. 1 illustrates an example system that can be utilized to
implement a virtual cache directory in multi-processor archi-
tectures arranged in accordance with at least some embodi-
ments described herein. An example system 100 may include
adie 102 including a plurality of tiles. Focusing on tile 118 for
illustration, each tile 118 may include a cache 110, and a
processor or processor core (hereinafter referred to as “pro-
cessor”) 112. Cache 110 may include data structures such as
a directory 114, and/or a cache translation table 116. Proces-
sor 112 may be adapted to process data including code (here-
inafter both data and code referred to as a “data block™).
Cache 110 may be configured to store a data block local to
processor 112.

As is described in more detail below, when processor 112
requests to access a data block, such as to write to or read from
a data block that is stored in another tile, processor 112 may
initially look in cache translation table 116. An example
cache translation table may include a virtual table mapping
virtual cache identifiers to physical tile identifiers. Processor
112 may be configured to search cache translation table 116 to
determine if the tile requesting the block is mapped to the
same virtual cache ID as another tile. If the requesting tile
(e.g., a first tile) is mapped to the same virtual cache as
another tile (e.g., a second tile), the requesting tile may send
a request to the other tile which may result in quicker access
to the data block.

Die 102 may include a matrix (e.g., array) of tiles 118,
130-144 including respective caches 110, 150-164. Each tile
may also include one or more of a respective processor 112,
and caches including data structures such as directory 114,
and/or cache translation table 116. In some examples, each
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tile in die 102 may be substantially the same as in a homog-
enous arrangement, while in some other examples, some tiles
may be different as in a heterogeneous arrangement. Die 102
may be arranged in communication with another die 103 so
that data may be shared among a plurality of dies.

Directory 114 may be implemented as a data structure that
identifies (e.g., indexes) a location associated with each data
block that is stored in the tiles of die 102. Directory 114 may
be located in a single tile on die 102 or distributed among
many or all tiles. If directory 114 is distributed, for example,
a first range of addresses (such as 0x0000-0x1000) may be
stored in a first tile, while a second range of addresses (such as
0x1001-0x2000 or 0x0500-0x1500) may be stored in a sec-
ond tile, etc. Directory 114 in the figure may illustrate a first
portion of a directory for the entire die where that first portion
may be stored in tile 118 and additional portions of the direc-
tory may be stored in other tiles such as tiles 130, 131, 132,
etc.

Directory 114 may include a list of blocks stored in die 102,
along with a state of the block and which caches may be
sharing the block. In some examples, directory 114 may use
a protocol such as MESI, MOESI, MSI, MOSI etc. In these
types of protocols, directory 114 may be utilized to keep track
of sharing states such as: modified (M) such as when a cache
line has been modified since the line has been moved from a
main memory; exclusive (E) such as when a cache line is only
in one cache but the line matches a main memory; shared (S)
such as when the cache line may be stored in other caches and
the line matches the main memory; invalid (I) such as when
the cache line is invalid; and/or owned (0) such as when the
indicated cache line includes the most recent copy of the data.

Directory 114 may also be configured to store coherence
information relating to virtual caches. In an example, a virtual
cache may correspond to two physical caches. Data may be
moved between these two physical caches and one corre-
sponding virtual cache may be affected. In one example trans-
fer, a thread may be moved from tile 118 to tile 131 without
changing the directory information since virtual cache 1D 0
does not change.

In some examples, cache translation table 116 may include
a two dimensional table with physical cache ID columns 166
and virtual cache ID rows 168. As a default, indicators 170
may indicate that each virtual cache ID is mapped to one
physical cache ID. For example, as shown, virtual cache ID 0
is mapped to physical cache ID 0. Similarly, virtual cache IDS
1-15 are each mapped to physical cache IDS 1-15 respec-
tively. Physical cache IDS 0-15 could correspond to caches
110 and 150-164.

In an example, tile 118 may receive a message correspond-
ing to a request to transfer 182 a thread being processed from
tile 118 to tile 131. A transfer may include, for example,
scheduling, sending, moving, assigning and/or migrating a
thread. Such a request could occur, for example, to facilitate
temperature control in die 102. In response to request 182, tile
118 may send a broadcast message 176 to tiles in die 102
instructing tiles in die 102 to update their respective cache
translation tables 116.

Cache translation tables 116 may be updated as shown in
FIG. 1. Cache ID 0 may correspond to tile 118 and cache ID
2 may correspond to tile 131. Cache translation table 116 may
be updated to include an additional indication 172 to indicate
that virtual cache ID 0 now maps to physical cache ID 0 (tile
118) and also to physical cache ID 2 (cache 131). When tile
118 receives an acknowledgement 184 from tiles in die 102
that the tiles have received message 176, tile 118 may then
transfer the thread from tile 118 to tile 131 as show by arrow
174. Updating the cache translation tables 116 redefines what
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physical caches a virtual cache represents. This avoids the
needs for cache coherence states or sharing information to be
updated because from the point of view of the coherence
protocol, both the state and sharing information of a data
block have not changed.

After the transfer is complete, tile 131 may generate a
message corresponding to a request for a data block such as a
block X, which may result in a cache miss. In response to the
cache miss, processor 112 in tile 131 may send a message to
the directory 114, where the message corresponds to a request
for block X. In the example, directory 114 may be in another
tile 143. Processor 112 of tile 143 may receive the request,
analyze directory 114, and determine that block X is mapped
to virtual cache ID 0. Virtual cache ID 0, according to the
cache translation table 116, may be mapped to physical cache
IDs O (tile 118) and 2 (tile 131). Tile 143 may then send a
message corresponding to a request to tile 118 to send data
block X.

In another example where tile 131 experiences a cache
miss, tile 131 may be configured to analyze cache translation
table 116 in tile 131. Tile 131 may determine that both the
cache in tile 131 and the cache in tile 118 are mapped to the
same virtual cache (e.g., virtual cache 0). This determination
of'the mapping may indicate that a thread was recently trans-
ferred from tile 118 to tile 131 and thus tile 118 may have the
requested block.

In response to this determination of mapping, processor
112 in tile 131 may send a message 186 to tile 118. Message
186 may correspond to a request for block X. Tile 118 may
receive message 186. In response to message 186, tile 118
may send 188 block X to tile 131. In one example, tile 118
may thereafter invalidate its copy of block X. Tile 118 may
invalidate block X by indicating in cache 110 that block X is
now invalid. Tile 118 does not need to send information to
directory 114 indicating that block X is now invalid, because
directory 114 may record the state with the highest read or
write privilege for virtual cache 0. For example, if tile 118
stores block X in “Invalid” state in cache 110, while tile 131
stores block X in “Shared” state in cache 151, the directory
114 records that block X is cached in virtual cache O in
“Shared” state.

Subsequently, in an example, tile 131 may request to write
to block X. Tile 131 may send a message to directory 114 in
tile 143. The message may correspond to a request for per-
mission to write to block X. Processor 112 in tile 143 may
receive the request to write to block X. Tile 143 may then read
cache translation table 116 and determine that virtual cache 0
may be mapped to physical cache O (tile 118) and mapped to
physical cache 2 (tile 131). Tile 143 may then send an invali-
dation message 180 to tile 118. Invalidation message 180 may
instruct tile 118 to invalidate block X in cache 110 oftile 118.
Tile 118 may receive message 180 and may send data block X
totile 131 if tile 131 does not already have a valid copy of data
block X. Tile 118 may mark block X as invalid in its cache
110. Tile 143 may then update a coherence status of block X
in directory 114 as being “modified” or “exclusive/modified”.

In another example, tile 140 may request to write to data
block X. Tile 140 may send a request to directory 114 (in tile
143) to write to data block X. Directory 114 may indicate that
block X is stored in virtual cache 0. Cache translation table
116 may indicate that virtual cache 0 is mapped to physical
caches IDs O (tile 118) and cache ID 2 (tile 131). Tile 143 may
then send requests to both tiles 118 and 131. The requests may
request block X from tiles 118 and 131. Tile 143 may then
send an invalidation message to both tiles 118 and 131 invali-
dating block X. Tile 143 may then update a status of block X
in directory 114 as being “modified” or “exclusive/modified”.

10

15

20

25

30

35

40

45

50

55

60

65

6

Transmission (or sending) of data block X may include a
number of operations such as, for example, copying at least a
part of the data block X, moving at least a part of the data
block X, or some combination of copying or moving over
time, etc. Moreover, read or write operations may include
additional technical requirements for data communications
such as asserting a read or write request line when address
and/or data is available for communication over a bus, or by
sending messages over an interconnection network, where
the read/write operations may be either synchronous (e.g.,
clock based) or asynchronous (e.g., read/write acknowledge
based).

Over time, as a thread may have moved from one tile to
multiple other tiles, cache translation tables may grow in
number of entries. Eventually each virtual cache may corre-
spond to almost all physical caches. Cache translation tables
may be cleaned using a variety of methods. For example,
when a thread migrates from one cache to another, a timer
may be added to the cache corresponding to the tile the thread
ran on prior to migration. After the timer reaches a defined
time out value, the sending tile may broadcast a message to
tiles in the die. The message may include an instruction to the
tiles to remove mapping of the sending cache to the virtual
cache. Blocks in an original cache may be marked with a flag
indicating their temporary nature. As blocks move from the
original cache to a new cache where the thread migrates to,
the flag for the blocks may be reset. Upon a time out, blocks
in the cache with the set flag may be invalidated, and data may
be written back if necessary. Alternatively, if the number of
blocks with the set flag falls below a threshold value, the
blocks in the cache may also be invalidated, and data may be
written back if necessary.

Among other possible benefits, a system in accordance
with the disclosure may provide easier, more efficient and
faster thread transfer. Less protocol hops may be used. More-
over, as threads may be transferred to physically close tiles,
less network hops may be used when transferring data blocks
from the original tile to the new tile, resulting in a faster and
more energy efficient data transfer. The cache coherence pro-
tocol need not be involved in the thread transfer, and the
directory for the die need not be updated in thread transfer.
The directory may keep track of data sharing by keeping track
of information in virtual caches rather than physical caches,
and hence no directory coherence information changes when
data is transferred between two physical caches that a virtual
cache maps to.

FIG. 2 depicts a flow diagram for an example process for
implementing a virtual cache directory in a multi-processor
architecture arranged in accordance with at least some
embodiments described herein. In some examples, the pro-
cess in FIG. 2 could be implemented using system 100 dis-
cussed above and may be used for transferring a thread from
a first tile to a second tile in a multi-core processor die.

An example process may include one or more operations,
actions, or functions as illustrated by one or more of blocks
S2,54,S6,S8,S10,S12, S14, S16, S18, and/or S20. Although
illustrated as discrete blocks, various blocks may be divided
into additional blocks, combined into fewer blocks, or elimi-
nated, depending on the desired implementation. Blocks S2,
S4, S6, S18 and S20 are depicted as operations, actions or
functions that can be executed by a first tile in a die; while
blocks S8, S10, S12, S14 and S16 are depicted as operations,
actions or functions that can be executed by a second tile in a
die.

Processing may begin at block S2, “Receive a first mes-
sage, the first message corresponds to a request to transfer a
thread to a second tile.” A processor in the first tile may
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receive the first message, such as by a communication bus in
the die, corresponding to a request to transfer a thread to a
second tile. The first tile may include a first cache and the
second tile may include a second cache.

Processing may continue from block S2 to block S4, “Send
a second message from the first tile to a second tile, the second
message corresponds to an instruction to map a virtual cache
identifier to a first cache identifier corresponding to the first
cache, and to map the virtual cache identifier to a second
cache identifier corresponding to the second cache.” The sec-
ond message may also update cache translation tables in die
102. At block S4, a processor in the first tile may send a
message, such as through the bus or the interconnect network,
including an instruction to map a virtual cache identifier to the
first cache identifier and the second cache identifier. This may
allow for quicker cache coherence than if a directory were
consulted during every transfer of a data block. Processing
may continue from block S4 to block S8, “Receive second
message”. Atblock S8, the second tile may receive the second
message through the bus.

Processing may also continue from block S4 to block S6,
“Transfer the thread from the first tile to the second tile.” At
block S6, the thread may be transferred, such as by a com-
munication bus, by moving, sending, assigning, migrating,
etc.

Processing may continue from block S6 to block S10,
“Generate a third message corresponding to a request for a
datablock.” At block S10, the processor in the second tile may
generate a request for a data block. Processing may continue
from block S10 to block S12, “Determine that the data block
is not stored in the second cache.”” At block S12, the second
tile may analyze the second cache and determine that the data
block is not stored in the second cache such as what may
occur in a cache miss.

Processing may continue from block S12 to block S14,
“Determine that the virtual cache identifier is mapped to the
first cache identifier and to the second cache identifier”” At
block S14, the second tile may analyze a cache translation
table and determine that the virtual cache identifier is mapped
for the first and second cache identifier which may suggest
that the block may be stored in the first tile.

Processing may continue from block S14 to block S16,
“Send a fourth message that corresponds to a request for the
data block.” At block S16, the second tile may send a request
over the bus or the interconnect network to the first tile for the
data block. Processing may continue from block S16 to block
S18, “Receive fourth message.” At block S18, the first tile
may receive the fourth message. Processing may continue
from block S18 to block S20, “Send the data block from the
first tile to the second tile”” Blocks S10 through S20 may be
repeated for different blocks that are transferred.

FIG. 3 depicts a signal flow diagram for an example pro-
cess for implementing a virtual cache directory in a multi-
processor architecture arranged in accordance with at least
some embodiments described herein. In some examples, the
process in FIG. 3 could be implemented using system 100
discussed above and may be used for transferring a thread
from a first tile to a second tile in a multi-core processor die.

An example process may include one or more operations,
actions, or functions as illustrated by one or more of opera-
tions 02, 04,06, 08,010, 012,014,016, 018, and/or O20.
Operations 02, 04, 06, 018 and 020 are depicted as opera-
tions can be processed by the first tile; while operations OS,
010,012,014 and 016 are depicted as operations that can be
processed by the second tile. Although illustrated as discrete
operations, various operations may be divided into additional
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operations, combined into fewer operations, or eliminated,
depending on the desired implementation.

Processing may begin at operation O2, “Receive a first
message, the first message corresponds to a request to transfer
athread to asecond tile.” A processor in a first tile may receive
the first message, such as by a communication bus in the die,
corresponding to a request to transfer a thread to a second tile.
The first tile may include a first cache and the second tile may
include a second cache.

Atoperation O4, “Send a second message from the first tile
to a second tile, the second message corresponds to an
instruction to map a virtual cache identifier to a first cache
identifier corresponding to the first cache, and to map the
virtual cache identifier to a second cache identifier corre-
sponding to the second cache.”” At operation O4, a processor
in the first tile may send a message, such as through the bus or
the interconnect network, including an instruction to map a
virtual cache identifier to the first cache identifier and the
second cache identifier. This message may update cache
translation tables in tile 102. This may allow for quicker cache
coherence than if a directory were consulted during every
transfer of a data block. Processing may continue from opera-
tion O4 to operation O8, “Receive second message”. At
operation O8, the second tile may receive the second message
through the bus.

Processing may also continue from operation O4 to opera-
tion O6, “Transfer the thread from the first tile to the second
tile.” At operation O6, the thread may be transferred, such as
by a communication bus, by scheduling, moving, sending,
assigning, migrating, etc.

Processing may continue from operation O6 to operation
010, “Generate a third message corresponding to a request
for a data block.” At operation O10, a processor in the second
tile may generate a request for a data block. Processing may
continue from operation 010 to operation 012, “Determine
that the data block is not stored in the second cache.” At
operation 012, the second tile may analyze the second cache
and determine that the data block is not stored in the second
cache such as what may occur in a cache miss.

Processing may continue from operation O12 to operation
014, “Determine that the virtual cache identifier is mapped to
the first cache identifier and to the second cache identifier”” At
operation O14, the second tile may analyze a cache transla-
tion table and determine that the virtual cache identifier is
mapped for the first and second cache identifier which may
suggest that the block may be stored in the first tile.

Processing may continue from operation O14 to operation
016, “Send a fourth message that corresponds to a request for
the data block.” At operation O16, the second tile may send a
request over the bus to the first tile for the data block. Pro-
cessing may continue from operation O16 to operation O18,
“Receive fourth message.” At operation O18, the first tile may
receive the fourth message. Processing may continue from
operation O18 to operation 020, “Send the data block from
the first tile to the second tile.” Operations O10 through 020
may be repeated for different blocks that are transferred.

FIG. 4 illustrates an example computer program product
300 that can be utilized to implement a virtual cache directory
in a multi-processor architecture arranged in accordance with
at least some embodiments described herein. Program prod-
uct 300 may include a signal bearing medium 302. Signal
bearing medium 302 may include one or more instructions
304 that, when executed by, for example, a processor, may
provide the functionality described above with respect to
FIGS. 1-3. Thus, for example, referring to system 100, one or
more of processors 112 in tiles 118, 130-144 may undertake
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one or more of the blocks shown in FIG. 4 in response to
instructions 304 conveyed to the system 100 by medium 302.

In some implementations, signal bearing medium 302 may
encompass a computer-readable medium 306, such as, but not
limited to, a hard disk drive, a Compact Disc (CD), a Digital
Video Disk (DVD), a digital tape, memory, etc. In some
implementations, signal bearing medium 302 may encom-
pass a recordable medium 308, such as, but not limited to,
memory, read/write (R/W) CDs, R/W DVDs, etc. In some
implementations, signal bearing medium 302 may encom-
pass a communications medium 310, such as, but not limited
to, a digital and/or an analog communication medium (e.g., a
fiber optic cable, a waveguide, a wired communications link,
a wireless communication link, etc.). Thus, for example, pro-
gram product 300 may be conveyed to one or more modules
of the system 100 by an RF signal bearing medium 302,
where the signal bearing medium 302 is conveyed by a wire-
less communications medium 310 (e.g., a wireless commu-
nications medium conforming with the IEEE 802.11 stan-
dard).

FIG. 5 is a block diagram illustrating an example comput-
ing device 400 that is arranged to implement a virtual cache
directory in a multi-processor architecture arranged in accor-
dance with at least some embodiments described herein. In a
very basic configuration 402, computing device 400 typically
includes one or more processors 404 and a system memory
406. A memory bus 408 may be used for communicating
between processor 404 and system memory 406.

Depending on the desired configuration, processor 404
may be of any type including but not limited to a micropro-
cessor (LP), a microcontroller (uC), a digital signal processor
(DSP), or any combination thereof. Processor 404 may
include one more levels of caching, such as a level one cache
410 and a level two cache 412, a processor core 414, and
registers 416. An example processor core 414 may include an
arithmetic logic unit (ALU), a floating point unit (FPU), a
digital signal processing core (DSP Core), or any combina-
tion thereof. An example memory controller 418 may also be
used with processor 404, or in some implementations
memory controller 418 may be an internal part of processor
404.

Depending on the desired configuration, system memory
406 may be of any type including but not limited to volatile
memory (such as RAM), non-volatile memory (such as
ROM, flash memory, etc.) or any combination thereof. Sys-
tem memory 406 may include an operating system 420, one
or more applications 422, and program data 424. Application
422 may include a virtual cache directory algorithm 426 that
is arranged to perform the functions as described herein
including those described with respect to system 100 of FIG.
1. Program data 424 may include virtual cache directory data
428 that may be useful to implement a virtual cache directory
in multi-processor architectures as is described herein. In
some embodiments, application 422 may be arranged to oper-
ate with program data 424 on operating system 420 such that
avirtual cache directory in multi-processor architectures may
be provided. This described basic configuration 402 is illus-
trated in FIG. 5 by those components within the inner dashed
line.

Computing device 400 may have additional features or
functionality, and additional interfaces to facilitate commu-
nications between basic configuration 402 and any required
devices and interfaces. For example, a bus/interface control-
ler 430 may be used to facilitate communications between
basic configuration 402 and one or more data storage devices
432 via a storage interface bus 434. Data storage devices 432
may be removable storage devices 436, non-removable stor-
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age devices 438, or a combination thereof. Examples of
removable storage and non-removable storage devices
include magnetic disk devices such as flexible disk drives and
hard-disk drives (HDD), optical disk drives such as compact
disk (CD) drives or digital versatile disk (DVD) drives, solid
state drives (SSD), and tape drives to name a few. Example
computer storage media may include volatile and nonvolatile,
removable and non-removable media implemented in any
method or technology for storage of information, such as
computer readable instructions, data structures, program
modules, or other data.

System memory 406, removable storage devices 436 and
non-removable storage devices 438 are examples of com-
puter storage media. Computer storage media includes, but is
not limited to, RAM, ROM, EEPROM, flash memory or other
memory technology, CD-ROM, digital versatile disks (DVD)
or other optical storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which may be used to store the desired
information and which may be accessed by computing device
400. Any such computer storage media may be part of com-
puting device 400.

Computing device 400 may also include an interface bus
440 for facilitating communication from various interface
devices (e.g., output devices 442, peripheral interfaces 444,
and communication devices 446) to basic configuration 402
via bus/interface controller 430. Example output devices 442
include a graphics processing unit 448 and an audio process-
ing unit 450, which may be configured to communicate to
various external devices such as a display or speakers via one
or more A/V ports 452. Example peripheral interfaces 444
include a serial interface controller 454 or a parallel interface
controller 456, which may be configured to communicate
with external devices such as input devices (e.g., keyboard,
mouse, pen, voice input device, touch input device, etc.) or
other peripheral devices (e.g., printer, scanner, etc.) via one or
more 1/O ports 458. An example communication device 446
includes a network controller 460, which may be arranged to
facilitate communications with one or more other computing
devices 462 over a network communication link via one or
more communication ports 464.

The network communication link may be one example of a
communication media. Communication media may typically
be embodied by computer readable instructions, data struc-
tures, program modules, or other data in a modulated data
signal, such as a carrier wave or other transport mechanism,
and may include any information delivery media. A “modu-
lated data signal” may be a signal that has one or more of its
characteristics set or changed in such a manner as to encode
information in the signal. By way of example, and not limi-
tation, communication media may include wired media such
as a wired network or direct-wired connection, and wireless
media such as acoustic, radio frequency (RF), microwave,
infrared (IR) and other wireless media. The term computer
readable media as used herein may include both storage
media and communication media.

Computing device 400 may be implemented as a portion of
a small-form factor portable (or mobile) electronic device
such as a cell phone, a personal data assistant (PDA), a per-
sonal media player device, a wireless web-watch device, a
personal headset device, an application specific device, or a
hybrid device that include any of the above functions. Com-
puting device 400 may also be implemented as a personal
computer including both laptop computer and non-laptop
computer configurations.

The present disclosure is not to be limited in terms of the
particular embodiments described in this application, which
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are intended as illustrations of various aspects. Many modi-
fications and variations can be made without departing from
its spirit and scope, as will be apparent to those skilled in the
art. Functionally equivalent methods and apparatuses within
the scope of the disclosure, in addition to those enumerated
herein, will be apparent to those skilled in the art from the
foregoing descriptions. Such modifications and variations are
intended to fall within the scope of the appended claims. The
present disclosure is to be limited only by the terms of the
appended claims, along with the full scope of equivalents to
which such claims are entitled. It is to be understood that this
disclosure is not limited to particular methods, reagents, com-
pounds compositions or biological systems, which can, of
course, vary. It is also to be understood that the terminology
used herein is for the purpose of describing particular
embodiments only, and is not intended to be limiting.

With respect to the use of substantially any plural and/or
singular terms herein, those having skill in the art can trans-
late from the plural to the singular and/or from the singular to
the plural as is appropriate to the context and/or application.
The various singular/plural permutations may be expressly
set forth herein for sake of clarity.

It will be understood by those within the art that, in general,
terms used herein, and especially in the appended claims
(e.g., bodies of the appended claims) are generally intended
as “open” terms (e.g., the term “including” should be inter-
preted as “including but not limited to,” the term “having”
should be interpreted as “having at least,” the term “includes”
should be interpreted as “includes but is not limited to,” etc.).
It will be further understood by those within the art that if a
specific number of an introduced claim recitation is intended,
such an intent will be explicitly recited in the claim, and in the
absence of such recitation no such intent is present. For
example, as an aid to understanding, the following appended
claims may contain usage of the introductory phrases “at least
one” and “one or more” to introduce claim recitations. How-
ever, the use of such phrases should not be construed to imply
that the introduction of a claim recitation by the indefinite
articles “a” or “an” limits any particular claim containing
such introduced claim recitation to embodiments containing
only one such recitation, even when the same claim includes
the introductory phrases “one or more” or “at least one” and
indefinite articles such as “a” or “an” (e.g., “a” and/or “an”
should be interpreted to mean “at least one” or “one or
more”); the same holds true for the use of definite articles
used to introduce claim recitations. In addition, even if a
specific number of an introduced claim recitation is explicitly
recited, those skilled in the art will recognize that such reci-
tation should be interpreted to mean at least the recited num-
ber (e.g., the bare recitation of “two recitations,” without
other modifiers, means at least two recitations, or two or more
recitations). Furthermore, in those instances where a conven-
tion analogous to “at least one of A, B, and C, etc.” is used, in
general such a construction is intended in the sense one hav-
ing skill in the art would understand the convention (e.g., “a
system having at least one of A, B, and C” would include but
not be limited to systems that have A alone, B alone, C alone,
A and B together, A and C together, B and C together, and/or
A, B, and C together, etc.). In those instances where a con-
vention analogous to “at least one of A, B, or C, etc.” is used,
in general such a construction is intended in the sense one
having skill in the art would understand the convention (e.g.,
“a system having at least one of A, B, or C” would include but
not be limited to systems that have A alone, B alone, C alone,
A and B together, A and C together, B and C together, and/or
A, B, and C together, etc.). It will be further understood by
those within the art that virtually any disjunctive word and/or
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phrase presenting two or more alternative terms, whether in
the description, claims, or drawings, should be understood to
contemplate the possibilities of including one of the terms,
either of the terms, or both terms. For example, the phrase “A
or B” will be understood to include the possibilities of “A” or
“B” or “A and B.”

In addition, where features or aspects of the disclosure are
described in terms of Markush groups, those skilled in the art
will recognize that the disclosure is also thereby described in
terms of any individual member or subgroup of members of
the Markush group.

As will be understood by one skilled in the art, for any and
all purposes, such as in terms of providing a written descrip-
tion, all ranges disclosed herein also encompass any and all
possible subranges and combinations of subranges thereof.
Any listed range can be easily recognized as sufficiently
describing and enabling the same range being broken down
into at least equal halves, thirds, quarters, fifths, tenths, etc. As
a non-limiting example, each range discussed herein can be
readily broken down into a lower third, middle third and
upper third, etc. As will also be understood by one skilled in
the art all language such as “up to,” “at least,” “greater than,”
“less than,” and the like include the number recited and refer
to ranges which can be subsequently broken down into sub-
ranges as discussed above. Finally, as will be understood by
one skilled in the art, a range includes each individual mem-
ber. Thus, for example, a group having 1-3 cells refers to
groups having 1, 2, or 3 cells. Similarly, a group having 1-5
cells refers to groups having 1, 2, 3, 4, or 5 cells, and so forth.

While various aspects and embodiments have been dis-
closed herein, other aspects and embodiments will be appar-
ent to those skilled in the art. The various aspects and embodi-
ments disclosed herein are for purposes of illustration and are
not intended to be limiting, with the true scope and spirit
being indicated by the following claims.

29 <

What is claimed is:
1. A method to transfer a thread from a first tile to a second
tile in a multi-core processor die, the method comprising:

receiving a first message at the first tile, wherein the first
message corresponds to a request to transfer the thread
from the first tile to the second tile, the first tile having a
first cache, the second tile having a second cache;

in response to the first message, sending a second message
from the first tile to a second tile, wherein the second
message corresponds to an instruction to map a virtual
cache identifier to a first cache identifier corresponding
to the first cache, and to map the virtual cache identifier
to a second cache identifier corresponding to the second
cache, wherein, in response to the instruction, the virtual
cache identifier is mapped to the first and second cache
identifiers;

after sending the second message, transferring the thread
from the first tile to the second tile;

after transferring the thread, generating a third message at
the second tile, wherein the third message corresponds
to a first request for a data block to be sent to the second
tile;

in response to the third message, determining that the data
block is not stored in the second cache;

in response to the third message, determining that the vir-
tual cache identifier is mapped to the first cache identi-
fier and to the second cache identifier;

in response to determining that the virtual cache identifier
is mapped to the first cache identifier and the virtual
cache identifier is mapped to the second cache identifier,
sending a fourth message from the second tile to the first
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tile, wherein the fourth message corresponds to a second
request for the data block to be sent to the second tile;
and

in response to the fourth message, sending the data block

from the first tile to the second tile.

2. The method as recited in claim 1, further comprising:

receiving the second message by a third tile, the third tile

including a directory for the die;

sending a fifth message from the second tile to the third tile,

the fifth message corresponding to a request to write to
the data block;

receiving the fifth message at the third tile;

after receiving the fifth message at the third tile, determin-

ing, at the third tile, that the virtual cache identifier is
mapped to the first cache identifier and to the second
cache identifier and sending a sixth message, by the third
tile to the first tile, wherein the sixth message corre-
sponds to an instruction to invalidate the data block in
the first cache; and

after sending the sixth message, updating the directory by

the third tile to indicate that a status of the data block is
modified.

3. The method as recited in claim 1, further comprising,
after sending the second message, receiving an acknowledge-
ment at the first tile that at least the second tile in the die
received the second message.

4. The method as recited in claim 1, further comprising,
after sending the data block, invalidating, by the first tile, the
data block in the first cache.

5. The method as recited in claim 1, further comprising,
after sending the data block:

invalidating, by the first tile, the data block in the first

cache; and

after sending the second message, receiving an acknowl-

edgement at the first tile that at least the second tile in the
die received the second message.

6. The method as recited in claim 1, further comprising:

receiving the second message by a third tile, the third tile

including a directory for the die;

sending a fifth message from the second tile to the third tile,

the fifth message corresponding to a request to write to
the data block;

receiving the fifth message at the third tile;

in response to the fifth message, determining, at the third

tile, that the virtual cache identifier is mapped to the first
cache identifier and to the second cache identifier;
in response to determining that the virtual cache identifier
is mapped to the first cache identifier and to the second
cache identifier, sending a sixth message by the third tile
to the first tile, the sixth message corresponding to an
instruction to invalidate the data block in the first cache;

after sending the sixth message, updating the directory by
the third tile to indicate that a status of the data block is
modified; and

after sending the sixth message, invalidating, by the first

tile, the data block in the first cache.

7. The method as recited in claim 1, further comprising:

receiving the second message by a third tile, the third tile

including a directory for the die;

sending a fifth message to the third tile from a fourth tile,

the fifth message corresponding to a request to write to
the data block;

receiving the fifth message at the third tile;

in response to the fitth message, determining, by the third

tile, that the data block is mapped to the virtual cache
identifier and determining, at the third tile, that the vir-
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tual cache identifier is mapped to the first cache identi-
fier and to the second cache identifier;
after determining that the virtual cache identifier is mapped
to the first cache identifier and to the second cache iden-
tifier, sending, by the third tile, a sixth message to the
first tile, wherein the sixth message corresponds to a
request to send the data block to the fourth tile;
after determining that the virtual cache identifier is mapped
to the first cache identifier and to the second cache iden-
tifier, sending, by the third tile, a seventh message to the
second tile, wherein the seventh message corresponds to
a request to send the data block to the fourth tile;
after sending the sixth message, sending, by the third tile,
an eighth message to the first tile, wherein the eighth
message corresponds to an instruction to invalidate the
data block in the first cache;
after sending the seventh message, sending, by the third
tile, a ninth message to the second tile, wherein the ninth
message corresponds to an instruction to invalidate the
data block in the second cache; and
after sending the sixth and seventh messages, updating the
directory by the third tile to indicate that a status of the
data block is modified.
8. The method as recited in claim 1, further comprising:
adding a timer to the first cache after transferring the thread
from the first tile to the second tile; and
aperiod of time after adding the timer, sending, by the first
tile, a fifth message to at least the second tile, wherein the
fifth message includes an instruction to remove the map
of the virtual cache identifier to the first cache identifier.
9. The method as recited in claim 1, wherein the data block
is a particular data block and the method further comprises:
marking at least some data blocks with a flag in the first tile;
after sending the particular data block from the first tile to
the second tile, removing a particular flag corresponding
to the particular data block;
counting a number of data blocks with the flag;
determining whether the number of data blocks with the
flag is below a threshold value; and
after determining that the number of data blocks with the
flag is below the threshold value, invalidating and/or
writing back data blocks in the first tile that have the flag.
10. A system effective to send a data block from a first tile
in a multi-core processor die, the system comprising:
the first tile, the first tile includes a first processor in com-
munication with a first cache;
the first processor effective to:
send a first message, from the first tile to a second tile in
the die, wherein the first message corresponds to:
aninstruction to map a virtual cache identifier to a first
cache identifier, wherein the first cache identifier
corresponds to the first cache, and
an instruction to map the virtual cache identifier to a
second cache identifier, wherein the second cache
identifier corresponds to a second cache in a second
tile;
transfer a thread from the first tile to the second tile;
receive a request from the second tile for a data block to
be sent to the second tile; and
send the data block from the first tile to the second tile.
11. The system as recited in claim 10, wherein the first
processor is further effective to receive a second message
from a third tile, wherein the second message corresponds to
an instruction to invalidate the data block in the first cache,
and wherein the third tile includes a directory for the die.
12. The system as recited in claim 10, wherein the first
processor is further effective to receive a second message
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from the second tile, the second message corresponds to an
acknowledgement that the second tile received the first mes-
sage.

13. The system as recited in claim 10, wherein the first
processor is further effective to invalidate the data block in the
first cache.

14. The system as recited in claim 10, wherein the first
processor is further effective to:

invalidate the data block in the first cache; and

send a second message to a third tile, wherein the second

message corresponds to an instruction that the data
block is invalid in the first cache, and wherein the third
tile includes a directory for the die.

15. The system as recited in claim 10, wherein the first
processor is further effective to:

add a time stamp to the first cache after the thread is sent

from the first tile to the second tile; and

after a period of time, send a second message to at least the

second tile, wherein the second message corresponds to
an instruction to remove the map of the virtual cache
identifier to the first cache identifier.

16. The system as recited in claim 10, wherein the data
block is a particular data block and the first processor is
further effective to:

mark the particular data block with a particular flag;

mark at least some other data blocks in the first tile with

other flags;

after the particular data block is sent from the first tile to the

second tile, remove the particular flag; and

invalidate at least one of the other data blocks in the first tile

that includes at least one of the other flags.

17. A method to request a data block from a first tile with a
first cache by a second tile with a second cache in a multi-core
processor die, the method comprising:

receiving a first message from the first tile at the second tile,

the first message including an instruction to map a vir-
tual cache identifier to a first cache identifier corre-
sponding to the first cache, and to map the virtual cache
identifier to a second cache identifier corresponding to
the cache;

mapping the virtual cache identifier to the first cache iden-

tifier;

mapping the virtual cache identifier to the second cache

identifier;

after receiving the first message, receiving a thread at the

second tile from the first tile;

after receiving the thread, generating a second message at

the second tile, the second message corresponding to a
first request for the data block to be sent to the second
tile;

in response to the second message, determining, at the

second tile that the data block is not stored in the second
cache;

in response to the second message, determining, at the

second tile, that the virtual cache identifier is mapped to
the first cache identifier;

in response to the second message, determining, at the

second tile, that the virtual cache identifier is mapped to
the second cache identifier; and

sending a third message from the second tile to the first tile,

wherein the third message corresponds to a second
request for the data block to be sent to the second tile.
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18. The method as recited in claim 17, further comprising:

receiving the first message by a third tile, the third tile
including a directory for the die;

sending a fourth message from the second tile to the third
tile, wherein the fourth message corresponds to a request
to write to the data block;

receiving the fourth message by the third tile after receiv-
ing the first message;

after receiving the fourth message at the third tile, deter-
mining, at the third tile, that the virtual cache identifier is
mapped to the first cache identifier and to the second
cache identifier; and

sending, by the third tile to the first tile, a sixth message,
wherein the sixth message corresponds to an instruction
to invalidate the data block in the first tile.

19. The method as recited in claim 17, further comprising:

receiving the first message by a third tile, the third tile
including a directory for the die;

sending a fourth message from the second tile to the third
tile, wherein the fourth message corresponds to a request
to write to the data block;

receiving the fourth message by the third tile after receiv-
ing the first message;

after receiving the fourth message at the third tile, deter-
mining, at the third tile, that the virtual cache identifier is
mapped to the first cache identifier and to the second
cache identifier, and sending, by the third tile to the first
tile, a fifth message, wherein the fifth message corre-
sponds to an instruction to invalidate the data block in
the first tile; and

after sending the fifth message, updating the directory to
indicate that a status of the data block is modified.

20. The method as recited in claim 17, further comprising:

receiving the first message by a third tile, the third tile
including a directory for the die;

sending a fourth message from a fourth tile to the third tile,
wherein the fourth message corresponds to a request to
write to the data block;

receiving the fourth message at the third tile after receiving
the first message;

after receiving the fourth message at the third tile, deter-
mining, by the third tile, that the data block is mapped to
the virtual cache identifier;

determining, at the third tile, that the virtual cache identi-
fier is mapped to the first cache identifier and to the
second cache identifier;

after determining that the virtual cache identifier is mapped
to the first cache identifier and to the second cache iden-
tifier, sending, by the third tile, a fifth message to the first
tile, wherein the fifth message corresponds to an instruc-
tion to send the data block to the fourth tile;

after determining that the virtual cache identifier is mapped
to the first cache identifier and to the second cache iden-
tifier, sending, by the third tile, a sixth message to the
second tile, wherein the sixth message corresponds to a
request to send the data block to the fourth tile;

after sending the fifth message, sending, by the third tile, a
seventh message to the first tile, the seventh message
corresponds to an instruction to invalidate the data block
in the first cache; and

after sending the sixth message, sending, by the third tile,
an eighth message to the second tile, wherein the eighth
message corresponds to an instruction to invalidate the
data block in the second cache.

#* #* #* #* #*
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